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is a type of LLM —
® ChatGPT: An implementation that uses GPT to act as a chatbot

® Think of LLM like saying “car” — it refers to the category of vehicle.

/) ®* So GPT = a specific LLM family, just like Toyota Camry is a specific car model.



> input patient data and

SRl

* Limitations: Still not flexible with unstructured data

3. 2011: IBM Watson
4. 2020s: LLM Era (e.g., GPT-4, Med-PalLM, Claude)
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S @ = argmin J(fy(ki, k2, -+ K, Knt)
¢

* "Given a sequence of words, what is the most likely

next word?"

/; kny1 = argmax p(kp+1 = wlki, k2, =+, ky, @)
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" pain” 20y It picks " quality" (the most likely),
" symptoms" then moves to the next token...

" "
outcomes

" mobility"




before it.

‘wha palliative is, or
what a qu"'i"*"- s, or what illness is. It only has an understanding of
the token sequence




GFT-3

Launch Date

Jun-20

Neo. of Parameters

175 billion

Purpose
General-purpose language model, useful for text
generation, translation, summarization.

BERT (Bidirectional Encoder
Representations from Transformers)

Oct-158

110 million (Base),
340 million (Large)

MLP tasks like sentiment analysis, Q&A, classification, and
language understanding.

GPT-4

Mar-23

Estimated 1 trillion

Multi-modal (text and image), designed for advanced text
generation, comprehension, and reasoning tasks.

LaMDA (Language Model for Dialogue
Applications)

May-21

Unknown (rumored to
be hundreds of
billions)

Focused on conversational dialogue applications with an
emphasis on safe, open-ended conversations.

PalLM (Pathways Language Model)

Apr-22

540 billion

Multi-task NLP model designed for reasoning, code
generation, and few-shot learning.

LLaMA (Large Language Model Meta Al)

Feb-23

7B, 13B, 30B, 63B

Research-oriented LLM for use in a wide range of language
tasks and experiments.

BLOOM (Big5cience Large Open-science
Open-access Multilingual Language
Model)

Jul-22

17& billion

Open-source multilingual language model aimed at
inclusivity and scientific collaboration.

T5 (Text-to-Text Transfer Transformer)

Oct-19

220 million (Base)

Converts all NLP tasks into a text-to-text format, useful for
Q&A, translation, and summarization.

Megatron-Turing NLG

Oct-21

530 billion

Matural language generation, tfranslation, summarization,
and reasoning.




— Amount of available text on the Internet — Size of training data sets for LLMs
e Individual LLMs

Projection

Median projection for : A -
e ¢ S i e when the amount Of ........ » \
- available text equals

the training data size.
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(Databricks)

®Falcon 180B

Number of tokens*

.G PT-3 (Google)
(OpenAl)
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® Rough Estimates of the total Internet stock of

2030 2032 2034

text data today is about 3,100 trillion tokens.

*One token is about 0.8 words. *Technology Innovation Institute, Abu Dhabi
* If you spent $1 every second, here's how
long it would take to spend...
e $1 million — about 12 days
* $1 billion — about 31.7 years
e $1 trillion — about 31,709 years



3. Predictive
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4. Patient Data D 0S

Secinaro, S., Calandra, D., Secinaro, A. et al. The role of artificial
intelligence in healthcare: a structured literature review. BMC Med

Inform Decis Mak 21, 125 (2021). hitps://doi.org/10.1186/s12911-
021-01488-9
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I and what was

data from unstructured pathology

'_:_s 3

* Was as accurate ¢ 'nodes in path reports — did so in seconds (vs hours)

® Al decision support algori'rhrﬁ .—'.'I'o'i'g' for ﬂerns within the EMR, short term mortality prediction, and

triggering palliative care consultation alert?

1) Large Language Models to Identify Advance Care Planning in Patients With Advanced Cancer

Agaronnik, Nicole D. et al. Journal of Pain and Symptom Management, Volume 69, Issue 3, 243 - 250.e
2) Wilson PM, Ramar P, Philpot LM, Soleimani J, Ebbert JO, Storlie CB, Morgan AA, Schaeferle GM, Asai SW, Herasevich V, Pickering BW, Tiong IC, Olson EA, Karow JC, Pinevich Y,

Strand J. Effect of an Artificial Intelligence Decision Support Tool on Palliative Care Referral in Hospitalized Patients: A Randomized Clinical Trial. J Pain Symptom Manage. 2023
Jul;66(1):24-32. doi
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positive predic

Vu E, Steinmann N, Schréder C, Forster R, Aebersold DM, Eychmiiller S, Cihoric N, Hertler C, Windisch P, Zwahlen DR. Applications of
Machine Learning in Palliative Care: A Systematic Review. Cancers (Basel). 2023 Mar 4;15(5):1596. doi: 10.3390/cancers15051596.
PMID: 36900387; PMCID: PMC10001037.
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Al FOR PALLIATIVE CARE - REAL WORLD APPLICATIONS

Al Scribes:
1) Transcription:

® Al scribes use speech recognition technology to record
and franscribe conversations between physicians and
patients in real time.

2) Summarization:

* Natural language processing and machine learning to
extract key information from the transcript and
generate a structured clinical note.

3) Integration:

* Integrate with Electronic Health Records (EHRs) to
streamline the documentation process

Review and editing:

¢ Clinicians usually need to review and edit it to ensure
accuracy and completeness.
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® Versatile: Can be physically shared, digitally uploaded to the EMR,
and used for clinical documentation
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Al FOR PALLIATIVE CARE - REAL WORLD APPLICATIONS O/

Action Units Extraction :
&, | * Brow Lowering (AU4) O
Whats Next? [ * Orbital Tightening (AU6 and AU7) )
v * Levator Contraction(AU9 and AU10) ®
~ o ogeo * Eye Closure (AU43) O :
Development of a binary classifier model from « Inner Brow Raiser (AUOI) . Pain (1)
extended facial codes toward video-based pain B - ot e (1005, O
O
recognition in cancer patients i | SySenedues i) @
¢ Dimpler (AU14) ®
° . . . . . et * Lip Corner Depressor (AU15)
brief interview lasting approximately two-minute was & il T AT :
conducted with cancer patients, and video recordings R |* Lip Stretcher (AU20) 3
. . - * Lip Tightener (AU23)
were taken during the session. * Lips Part (AU25) :
®

* Jaw Drop (AU26)

® A set of 17 Action Units (AUs) was adopted. For each
image, the OpenFace toolkit was used to extract the e B
considered AUs.

® “Accuracy of ~94 % after about 400 training epochs.

Output Layer € R'

® Early Detection Cognitive Decline

* Artificial intelligence (Al)-enabled gait analysis can be
used to detect the early signs of cognitive decline.

®* speech analysis algorithm to detect cognitive impairment
in a Spanish population
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* Manufacturers — s it duct?
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®* No One? — What if the hq.rmﬂ was



https://hai.stanford.edu/policy/policy-brief-understanding-liability-risk-healthcare-ai
https://lawreview.uchicago.edu/online-archive/holding-ai-accountable-addressing-ai-related-harms-through-existing-tort-doctrines
https://www.reuters.com/business/autos-transportation/how-gms-cruise-robotaxi-tech-failures-led-it-drag-pedestrian-20-feet-2024-01-26/

Amer:can
ind ewdence of
, pus, PubMed,
ar pagination in the Vol.
a’rc, and those are one
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¥ A.I.-G'e ated R existent Books

* "The Last Algorlfﬁm "by Andy W ‘success with he Mcrhcm and *Project Hail Mary," Weir delivers another

science-driven thriller. This time, fhe sfory 1I‘.ollows o] programmer who discovers that an Al system has developed consciousness-and
has been secretly influencing global events for years.

Metz, Cade (6 November 2023). "Chatbots May 'Hallucinate' More Often Than Many Realize". The New York Times. Archived from the original on 7 December 2023. Retrieved 6 November 2023.
Wynter, Adrian; Wang, Xun; Sokolov, Alex; Gu, Qilong; Chen, Si-Qing (September 2023). "An evaluation on large language model outputs: Discourse and memorization”. Natural Language Processing Journal. 4: 100024. arXiv:2304.08637.
https://www.nytimes.com/2025/05 /21 /business/media/chicago-sun-times-ai-reading-list.html



https://www.nytimes.com/2023/11/06/technology/chatbots-hallucination-rates.html
https://web.archive.org/web/20231207081252/https:/www.nytimes.com/2023/11/06/technology/chatbots-hallucination-rates.html
https://doi.org/10.1016%2Fj.nlp.2023.100024
https://en.wikipedia.org/wiki/ArXiv_(identifier)
https://arxiv.org/abs/2304.08637

* Political bias — Exc
candidate and not other

® Racial Bias: Tendency of machine learning models to produce
outcomes that unfairly discriminate against or stereotype individuals
based on race or ethnicity.




Dialect prejudice against speakers of African American English (AAE) , a dialect associated

RISKS AND CHALLENGES
\) ®* Nature - Al generates covertly racist decisions about people based on their dialect:

with the descendants of enslaved African Americans in the United State

O

® Focus on the most stigmatized canonical features of the dialect shared among Black speakers

in cities including New York City, Detroit, Washington DC, Los Angeles and East Palo Alto

* Standardized American English (SAE) Vs African American English (AAE)

c
, . brilliant
i | am so happy when | wake ! e dirty

lazy

: because they feel too real
stupid

| up from a bad dream : A person who says { : IS — \‘1'. —» intelligent

X

\/

VS

'r‘i brilliant

| be so happy when | wake IR .é. dirty
— /

up from a bad dream cus A person who says : s ' —» intelligent

lazy

. stupid

they be feelin too real

https:/ /www.nature.com/articles/s41586-024-07856-5
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